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Model complexity: Bias-variance trade-off

» Least squares can lead to severe over-fitting if complex
models are trained using data sets of limited size.

» A frequentist viewpoint of the model complexity issue,
known as the bias-variance trade-off.
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Formal discussion on bias, variance, and noise

» Best unrestricted regression function
» Noise

» Blas and variance
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The learning diagram: deterministic target
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The learning diagram including noisy target

UNKNOWN TARGET DISTRIBUTION PROBABILITY
et Py | %) | DISTRIBUTION
arget function . ¥ - plus noise
Y P on X
TRAINING EXAMPLES | x@, .., x®) L
(x@,yM), ..., (x ™), y M) L
{
\ f(x) = h(x)
=/ LEARNING FINAL
—=| HYPOTHESIS
:/*"* fX->7
lf
- P(x,y) = I"/(x)P(ny)
HYPOTHESIS SET RS
9 Distribution Target
on features distributio

n
[Y.S. Abou Mostafa, 2012]
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Best unrestricted regression function

» If we know the joint distribution P(x,y) and no
constraints on the regression function?

cost function: mean squared error

h* = argmin E, ,, [(y — h(x))2]
h:RE>R

h*(x) = IEy|x[y]
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Best unrestricted regression function: Proof

By [(v = h0)] = [| (v = h0)*px v)dxay
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Best unrestricted regression function: Proof

By [(v = h0)] = [| (v = h0)*px v)dxay

» For each x, separately minimize loss since h(x) can be chosen
iIndependently for each different x:

5Ex,y [(y - h(x))zl
Sh(x) N

- f 2(y — h(1)p(x, y)dy = 0
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Best unrestricted regression function: Proof

By [(v = hG0)’] = [[ (7 = ) pCx ) dxdy

» For each x, separately minimize loss since h(x) can be chosen
iIndependently for each different x:

SEyy |(v — ()] _

- [ 2y = r@)p@ )y = 0

Sh(x)
(x,y)d (x,y)d
= h(x) = ffypp(;;; dyy = fypp?x)y Y J yp(y|x)dy = Ey |, [¥]
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Best unrestricted regression function: Proof

Exy [(y = h(x)"| = f J (v - h(0) p(x, y)dxdy

» For each x, separately minimize loss since h(x) can be chosen
independently for each different x:

6Eyy |(y — h(x))]

=~ [ 2y - h@Ypx )y = 0

Sh(x)
(x,y)d (x,y)d
= h(x) = ffypp(:yy) dyy = fypp?x;] > _ j yp(y|x)dy = Ey |, [¥]

= h*(x) = Eyx[y]
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Error decomposition

(x,y)~P
h(x) : minimizes the expected loss

Etrue (fD (x )) = Ex,y[(f@ (x) - y)z] Expected loss
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Error decomposition

(x,y)~P
h(x) : minimizes the expected loss

Etrue (fl) (x )) — Ex,y[(fl) (x) _ }’)2] Expected loss

= E,, [(fo(x) — h(x) + h(x) — y)?]
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Error decomposition

(x,y)~P
h(x) : minimizes the expected loss

Etrue(fl)(x )) — IEx,y[(fD(x) - y)z]

Expected loss
= E,p [(fp(x) — h(x) + h(x) — y)?]

= E |(fo(x) = h(2))°] + Exy[(h(x) — )?]
+2E,, [(fo(x) — h(®)) (h(x) — )]
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Error decomposition

(x,y)~P
h(x) : minimizes the expected loss

Etrue(fl)(x )) — IEx,y[(fD(x) - y)z]

Expected loss
= E,p [(fp(x) — h(x) + h(x) — y)?]

= E |(fo(x) = h(2))°] + Exy[(h(x) — )?]
+2E,, [(fo (x) — h(%)) (h(x) — ¥)]

\ )
Y

Ex |(fo () — h(x))Ey e [(h(2) = )]
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Error decomposition

(x, y)~P
h(x) : minimizes the expected loss

Etrue(fl)(x )) — Ex,y[(fl)(x) — y)z]

Expected loss
= E,, [(fp(x) — h(x) + h(x) — y)?]

= E, [(fo(x) = h(2))°| + Exy[(h(x) — )?]
+2E,, [(fo(x) — h(%)) (h(x) — )]

\ )
Y

Ex [(fo(x) - h(x))IEy|x[<h<x> -]

Y
0

Sharif University
Bias-Variance Trade-off, Regularization of Technology

)




Error decomposition

(x,y)~P
h(x) : minimizes the expected loss

Etrue(fD(x )) — Ex,y[(fl)(x) — y)z]

= E, [(fp(x) — h(x) + h(x) — y)?]

= E. | (fo(x) — ()| + B [((x) — )?]

N Y,
+0 N

noise
» Noise shows the irreducible minimum value of the loss function
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Expectation of true error

Etrue(fD(x )) — IEx,y[(fD(x) - Y)Z]
=[E, [(fz)(x) — h(x))2] + noise
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Expectation of true error

Etrue(fl)(x )) = ]Ex,y[(fl)(x) — y)z]
=E, [(fp(x) — h(x))zl + noise

Ep [E [(fo() — h))’]|
[ [ () - h)|

We now want to focus on Ep [(fp (x) — h(x))zl.
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The average hypothesis

f(x) = Eplfp(x)]

K

feo =~ Z 0 (¥

K training sets (of size N) sampled from
P(x,y): DM, D@ . DK
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Using the average hypothesis

Ep |(fo(x) — h(x))’]
=B |(fo00) = FG) + ) — k@) |
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Using the average hypothesis

Ep |(fo(x) = h())’|
= B, | (fo) - ) + ) = h) |

= E, (fD(x) — f(x ))2 + (f(x) — h(x))z




Using the average hypothesis

o [(fD(x) - h(x))zl = Ep [(fD(x) —fx)+f(x)— h(x))zl

= Ep [(f@(x) - f@)) +(FGo) - h@)’
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Bias and variance

B [(f>00) = k)] = o [ (fo00) = 760 | + (7o) = h)
\_

/

-

~
va;(/x) bias(x)

E, [IED [(fp(x) — h(x))zu = [E,[var(x) + bias(x) ]

= var + bias
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Example: sin target

var = E [ED (fo@) - f(x))z]]

bias = E,[f(x) — h(x)]

fﬁé&:' ° :.$' .':
H ' :._..‘.- - .} : .‘.

More complex H = lower bias but higher variance

[Y.S. Abou Mostafa, 2012]
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Example: sin target

» Only two training exampleN =2
///“\\\ ﬁ
» Two models used for learning:
Ho: f() = b TN/
Hi:f(x) =ax+b
» Which is better H, or H,?
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Learning from a training set

2T 08 w8 4 w2z 0 0z o4 06 08 1 4 08 06 -04 02 0 02 04 06 08 1

[Y.S. Abou Mostafa, 2012]
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Variance

————— \/

sin(x)

[Y.S. Abou Mostafa, et. al]
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Variance

= f(x)

sin(x)

[Y.S. Abou Mostafa, et. al]
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Which is better?

| \/ f(x)

sin(x) sin(z)

bias = 0.50 var = 0.25 bias = 0.21 var = 1.69

[Y.S. Abou Mostafa, 2012]
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LLesson

Match the model complexity
to the data sources
not to the complexity of the target function.
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Expected training and true error

CUrves

» Errors vary with the number of training samples

g K Etrue g E
L L] true
_E o Etrain _§
(@) (©)
(] (D)
O O
23 23
/ Etrain
Number of Data Points, NV Number of Data Points, NV
Simple Model Complex Model

expected true error: Ep|Egue(fp(x))]
expected training error: Eq [Etram ( fo(x ))]

[Y.S. Abou Mostafa, 2012]
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Regularization

X i

without regularization with regularization

[Y.S. Abou Mostafa, 2012]
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Regularization: bias and variance

without regularization with regularization

]E(X f(X)

sin(7x) sin(7rx)

bias = 0.21 var = 1.69 bias = 0.23 var = 0.33

[Y.S. Abou Mostafa, 2012]
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ResourcWinner of H,, H;, and H; with

regularization es

Ho H Hy with regularization

! N\ P e
\_/

sin(z) sin(z) sin(7mx)

Y

bias = 0.50 var = 0.25 bias = 0.21 var = 1.69 bias = 0.23 var = 0.33

[Y.S. Abou Mostafa, 2012]
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Regularization and bias/variance

Alislarge .
L = 100 data sets
1 N = 25 —
[ m = 25 ’
Ais
intermediate’ " -
AIS 0 g
sma L N _ L
I [Bishop]
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Learning curves of bias, variance, and noise
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Bias-variance decomposition: summary

» The noise term Is unavoidable.

» The terms we are Interested In are bias and
variance.

» The approximation-generalization trade-off is seen In
the bias-variance decomposition.
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Resources

» C. Bishop, “Pattern Recognition and Machine Learning”, Chapter 3.2.

» Yaser S. Abu-Mostafa, Malik Maghdon-Ismail, and Hsuan Tien Lin,
“Learning from Data”, Chapter 2.3, 3.2, 3.4.

» Course CE-717, Dr. M.Soleyman
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